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Sample Size Planning 
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How do you determine the sample size for a 
new study? 
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1) It is “known” that an effect exists in the population. 
2) You have the following expectation for your study: 

A pilot study revealed a difference between Group 1 (M = 
5.68, SD = 0.98) and Group 2 (M = 6.28, SD = 1.11) 
p < .05 (Hurray!) 
You collected 22 people in one group, and 23 people in the 
other group. Now you set out to repeat this experiment. 
 

What is the chance you will observe a significant effect? 
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Unless you aim for accuracy… 
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Always perform a power analysis 

Main goal:  
estimate the feasibility of a study 

Prevent studies with low power 
Power is 35% if you use 21 ppn/condition and 

the effect size is d = 0.5. 

With a 65% probability of 
observing a False Negative, 
that’s not what I’d call good 

error control!  
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Power Analysis 

• Step 1: Determine the effect size you expect, 
or the Smallest Effect Size Of Interest (SESOI) 
 

• A) Look at a meta-analysis 
• B) Calculate it from a reported study 
• C) Correct for bias (due to publication bias, 

most published effect sizes are inflated) 
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Calculate effect size from an article 

Download from https://osf.io/ixgcd/ 
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Sample Size Planning 

• Power analyses provide an estimated sample 
size, based on the effect size, desired power, 
and desired alpha level (typically .05). 
 

• You obviously can’t change the alpha of 0.05, 
since it was one of the 10 commandments 
brought down from Sinai by Mozes. 
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G*Power 

Select test 
Family 

Select specific 
test 

Select power 
analysis (a-priori, 
sensitivity 

Effect size 
Alpha 

Desired 
Power 

Sample Size 
needed, e.g, 
for a medium 
effect (d=0.5) 
and 90% power 
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Sample Size Planning 

• Got a more difficult design? Learn how to 
simulate data in R, recreate the data you 
expect, and run simulations, performing the 
test you want to do.  
 

• Ask for help – this is a job real statisticians do 
all the time.  
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Sample Size Planning 

• Some things to remember: 
• There are different versions of Cohen’s d. 

Subscripts are used to distinguish them. 
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Sample Size Planning 

• Some things to remember: 
• If you insert partial eta squared from repeated 

measure ANOVA’s from SPSS directly into 
G*Power, use the ‘AS IN SPSS’ option! 

• (Many people make this error) 

ONLY insert partial eta 
squared from SPSS  

If you have selected 
‘As in SPSS’ in the 
options window 
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Sample Size Planning 

• Don’t be surprised by what you find. Average 
effect size in psychology is d = 0.43 (= r = .21). 

• Independent sample t-test, two sided, power = .80 
• Need 86 ppn in each condition (N = 172) 

 
• “Often when we statisticians present the results of a sample size calculation, 

the clinicians with whom we work protest that they have been able to find 
statistical significance with much smaller sample sizes. Although they do not 
conceptualize their argument in terms of power, we believe their experience 
comes from an intuitive feel for 50 percent power.” 

• Proschan, Lan, & Wittes, 2006 
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• If you perform 100 studies, how many times 
can you expect to observe a Type 1 error and 
how many times can you expect to observe a 
Type 2 error?  

• This depends on how many times you will 
examine an effect where H1 is true, and how 
many times you will examine an effect where 
H0 is true, or the prior probability. 
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What will your next study yield? 
For your thesis you set out to perform a completely novel study examining a 
hypothesis that has never been examined before. Let’s assume you think it is equally 
likely that the null-hypothesis is true, as that it is false (both are 50% likely). You set 
the significance level at 0.05. You design a study to have 80% power if there is a true 
effect (assume you succeed perfectly). Based on your intuition (we will do the math 
later – now just answer intuitively) what is the most likely outcome of this single 
study? Choose one of the next four multiple choice answers.  
 
A) It is most likely that you will observe a true positive (i.e., there is an effect, and the 
observed difference is significant).  
B) It is most likely that you will observe a true negative (i.e., there is no effect, and the 
observed difference is not significant)  
C) It is most likely that you will observe a false positive (i.e., there is no effect, but the 
observed difference is significant).  
D) It is most likely that you will observe a false negative (i.e., there is an effect, but the 
observed difference is not significant) 
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What will your next study yield? 

 
 

  H0 True 
(A-Priori 50% Likely) 

H1 True 
(A-Priori 50% Likely) 

Significant Finding 
False Positives 
(Type 1 error) 

2.5% 

True Positives 
40% 

Non-Significant Finding True Negatives 
47.5% 

False Negatives 
(Type 2 error) 

10% 
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Power 

A generally accepted minimum level of power is 
.80 (Cohen, 1988) 
 
 

Why? 
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Power 

This minimum is based on the idea that with a 
significance criterion of .05 the balance of a Type 2 
error (1 – power) to a Type 1 error is .20/.05. (Cohen, 
1988). 
 
Concluding there is an effect when there is no effect in 
the population is considered four times as serious as 
concluding there is no effect when there is an effect in 
the population. 
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Power 

Cohen (1988, p. 56) offered his recommendation in the 
hope that ‘it will be ignored whenever an investigator 
can find a basis in his substantive concerns in his 
specific research investigation to choose a value ad 
hoc.” 
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Power 

[Neyman & Pearson, 1933] 
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Power 

At our department, the ethical committee requires a 
justification of the sample size you collect. Journals are 
starting to ask for this justification as well. Make sure 
you can justify your sample size. 
 
If our researchers request money from the department, 
they should aim for 90% power. Exceptions are always 
possible, but the general rule is clear. We will not waste 
money on research that is unlikely to be informative. 
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Are most published findings 
false? 

Researchers degrees of freedom 
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What do you think? 

• How much published research is false? 
 

• How much published research should be true? 
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What’s the problem? 
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What is p-hacking? 
• Aiming for p < α by: 

 
• Optional stopping 
• Dropping conditions  
• Trying out different covariates  
• Trying out different outlier criteria 
• Combining DV’s into sums, difference scores, etc. 

 
• IMPORTANT: Only bad if you only report analyses that 

give p < α, without telling people about the 20 other 
analyses you did.  
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The consequences 
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False Positives 

Is there a ‘a peculiar prevalence of p-values just below 
0.05’ (Masicampo & Lalande, 2012), are ”just 
significant” results on the rise’ (Leggett, Loetscher, & 
Nichols, 2013), and is there a ‘surge of p-values 
between 0.041-0.049’ (De Winter & Dodou, 2015)?  
 
No (Lakens, 2014, 2015) – these claims over huge sets 
of studies are false. Remember to also be skeptical 
about the skeptics.  
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False Positives 

Masicampo & LaLande (2012) 
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False Positives 
 
 
 
 

 
 
 
 
 
 
 

Lakens, D. (2014). What p-hacking really looks like: A comment on Masicampo & 
LaLande (2012). Quarterly Journal of Experimental Psychology, 68, 829-832. doi: 
10.1080/17470218.2014.982664. 
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False Positives 

False positives should not be our biggest concern of 
the Big 3 (Publication Bias, Low Power, and False 
Positives) that threaten the False Positive Report 
Probability (Wacholder, Chanock, Garcia-Closas, El 
ghormli, & Rothman (2004) or Positive Predictive Value 
(Ioannidis, 2005). 
 
However, it is by far the easiest one to fix, and to 
identify.  
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P-curve analysis 

• Determine whether studies have evidential 
value 
 

• Know what to trust, build on, and cite, and 
what to ignore (not build on or cite) untill 
beter evidence is available. 
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www.p-curve.com 
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Distribution of p-values  

• Take 100 studies that find a significant effect 
and plot the frequency of p-values. 
 

• What should that distribution look like? 
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Distribution of p-values 

 

.01 .02 .04 .03 .05 

Frequency No effect 
Uniform 

Every p-value is equally likely 
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Distribution of p-values 

 

.01 .02 .04 .03 .05 

Frequency True effect 
Right-skew 

Small p-values are more likely 
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Distribution of p-values 

 

.01 .02 .04 .03 .05 

Frequency p-hacked 
left-skew 

Large p-values are more likely 
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Distribution of p-values 

 

.01 .02 .04 .03 .05 

Frequency 
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An example 
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What went wrong? 

• One problem is that people tended to 
collect data, look at the data, collect 
more data, and stop when p < 0.05.  

• Called optional stopping 

• With optional stopping the chance of p 
< 0.05 when H0 is true is 100% (if you 
are patient). 
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Ethical Issues in Data Collection 

Continuing data collection whenever the 
desired level of confidence is reached, or 
whenever it is sufficiently clear the expected 
effects are not present, is a waste of the time of 
participants and the money provided by tax-
payers. 
 
So do optional stopping right. 
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Sequential analyses 
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 With a symmetrical two-sided test, and an α = .05, this test 
should yield a Z-value larger than 1.96 (or smaller than -1.96) 
for the observed effect to be considered significant (which has 
a probability smaller than .025 for each tail, assuming the null-
hypothesis is true). 

Data 
Collection 

Statistical 
test Z > 1.96 

The main idea 
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 When using sequential analyses with a single planned interim 
analysis, and a final analysis when all data is collected, one test 
is performed after n (e.g., 80) of the planned N (e.g., 160) 
observations have been collected, and another test is 
performed after all N observations are collected. 

Data 
Collection 

Statistical 
test Z > c1 

Data 
Collection 

Statistical 
test Z > c2 

The main idea 
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We need to select boundary critical Z-values c1 and c2 (for 
the first and the second analysis) such that (for the upper 
boundary) the probability (Pr) that the null-hypothesis is 
rejected either when in the first analysis Zn ≥ c1, or (when 
Zn < c1 in the first analysis) ZN ≥ c2 in the second analysis. 
In formal terms: 
  
Pr{Zn ≥ c1} + Pr{Zn < c1, ZN ≥ c2} = 0.025 
  
• See Proschan, Gordon-Lan, & Turk Wittes (2006) 
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(don’t worry too much about the math) 
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So how do we determine the critical values? 
(and their accompanying nominal α levels) 
There are different approaches, each with its 
own rationale. 
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• For example, the Pocock boundary will lower 
the alpha level for each interim analysis. With 
2 looks, the α = 0.0294 for each analysis. 
 

• Let’s imagine after the first analysis, you find: 
t(79) = 2.30, p = .024.  
 

• Because p < .0294, you terminate the data 
collection (and take the rest of the day off!).  
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The Benefit of Early Stopping  

• Remember power is a concave function: 

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%

100%

10 20 30 40 50 60 70 80 90 100

Power 

Sample size per condition 

δ=0.8 
δ=0.7 
δ=0.6 
δ=0.5 
δ=0.4 
δ=0.3 
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Getting Started 

• For a practical introduction with step-by-step 
instructions, see Lakens (2014), European 
Journal of Social Psychology. 

• Using sequential analyses when you plan 
designs based on their power will make you 
20/30% move efficient (when H1 is true, and 
save you even more when H0 is true).  
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#OpenScience 
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Pro-Self 
(no sharing,  
file-drawer,  
p-hacking) 

Pro-Social 
(data sharing, 

replication,  
pre-registration) 

Pro-Self 
(no sharing,  
file-drawer,  
p-hacking) 

Pro-Social 
(data sharing, 

replication,  
pre-registration)  

+- 
+- 

+ 
- 

+ 
- 

++ 
++ 
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Reproducibility Project (~60% failure rate) 
(Open Science Collaboration, 2015) 

 
Social Psych special issue (~70% failure 

rate) 
(Nosek & Lakens, 2014) 

 
Cancer cell biology (~90% failure rate) 

(Begley & Ellis, 2012) 
 

Cardiovascular health (~75% failure rate) 
 (Prinz, Schlange, & Asadullah, 2011) 
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Don’t focus on single p-values 

Don’t care too much about every individual 
study having a p-value < .05. 

 
As long as you perform close replications, 
report all the data, and perform a small 

scale meta-analysis. 
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Zhang, Lakens, & IJsselsteijn, 2015 

In press, Acta Psychologica 
3 almost identical studies, study 3 pre-

registered, 1/3 with p<.05 
overall Cohen’s d = 0.37, 95% CI [0.12, 0.62], 

t = 2.89, p = .004 
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35% increase in data sharing over the 
last 1.5 years by just asking for it 
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Dutch Science funder NWO will 
make data sharing a requirement 

for all tax funded research 
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Open Science Framework 

http://osf.io/  

http://osf.io/


/ Human-Technology Interaction PAGE 66 1-2-2016 

Requirements 
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Design Collect & 
Analyze Report Publish 

PEER 
REVIEW 
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Open Science Framework http://osf.io/  

http://osf.io/
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Registration 
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Thanks for Your Attention! 
 
 

Blog on methods & statistics 
http://daniellakens.blogspot.nl/ 

 
Questions when you start using these techniques? 

Contact me on Twitter: 
@Lakens 
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